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Overview of Course
• Day 1: Motivation, Phenomena 

• Day 2: Technical Challenges, Approaches 

• Day 3: Introduction to Technical Framework 

• Day 4: Hands-On Project 

• Day 5: Reports, Discussion



Takeaways from Day 2
• Dialogue Processing Flow: ASR —NLU — DM — NLG / NVBG — Realizer 

• all components must run incrementally and interact via local updates 

• IU model:  

• IS updated with minimal units of information, as soon as hypothesised 

• “higher-level” hypotheses formed on basis of “lower-level” ones  

• IS may have to be revised, in light of newer information 

• Hybrid systems: main DM plus reactive layer 

• Incremental generation and realization allows for reducing latency and 
adapting more naturally to disturbances
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Overview of Day 3

• Introducing the framework and demo of a running 
system 

• A more detailed look at the framework 

• Setting up technically 

• First hands-on experiences



Highly Responsive Agent 
Framework (HiRAF)

• „simple but robust“ architecture for realizing highly 
responsive embodied conversational agents 

• providing all modules for an end-to-end system 
• low-latency, incremental processing 
• easily customizable and extensible 
• builds on standard components (where available)

in collab' with Casey Kennington, special thanks to Herwin van 
Welbergen, Ramin Yaghoubzadeh, Timo Baumann, Pierre Lison



Live demo
A look at a responsive 
conversational agent built with 
the HiRAF framework 

Domain:  
Quiz bowl (pyramidal tossup)
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Interprocess communication middleware (IPAACA)

Communication 
middleware (InProTK)
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Starting up
1. Boot from the provided USB 3.0-stick  

(on Mac: hold ALT on startup) 
2. Run setup.sh in a terminal:



Starting up
System starts 
within Eclipse



Starting up

„Billie“ at first ReadyPreparing



How to interact
Text input
Caution: typing into 
this field for the first 
time might have 
some delay. Make 
sure the window is 
on focus (indicated 
by blinking cursor)

Speech
microphone using GoogleASR (audio gets recognized 
via google servers, so you need internet connection)



Modules: ASR



Modules: ASR

• let’s have a look at what ASR provides us with



Modules: iNLU

keyword „hello“ activates concept „greet“

concept „master“ branches into other files  
(loaded automatically at start-up)



Modules: iNLU

conflict between 
concepts after 
saying „cheer“
(resolved at runtime 
in context, e.g. other 
properties)



Modules: DM

special variable decision:  
realized as soon as floor is taken

special variable feedback: 
realized asap

setting variable value (used 
by another module)

value check on concept itself

value check on confidence of concept 
indicated by variable „SlotIU“

trigger variable changes, fire first case 
of every rule (think if-then-else-if-…)

Variable declaration



Modules: NLG



BML behaviors

Billie says: „Hello World“

Billie nods



Modules: NVBG

Example: 
facial expressions

Update (every 200 ms):
• look for variable defined as „source“ in dialogstate 
• use value and defined „weight“ to calculate next blendshape 
• send BML block to ASAP 

Conflict resolution
• lower priority behavior gets dropped 
• priorities can change at runtime



Modules: Turn-taking

„delay“ = time in ms the system waits after a silence detection (VAD), 
before carrying out a pending decision

„silenceTolerance“ = time before „default“-action (defined within 
NLG) is carried out in case of total silence



Modules (summary)
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Questions? Input: „Hello“ + „I want 
to be contestant.“

ms since 1st word uttered 
or VAD calibration finished Q: what happens at 17816 ms?



Source code

Important places marked 
(flagged), e.g. „ASR(raw)“



Task 1
1. Type „hello“ in the text input window  (Exc. 4a) 

• See what happens 

• Understand what happens — look at:  
json/intent.json, opendial/esslli.xml, generation/
nlg.xml, bml/hello_wave.xml 

• Extend the ways Billie can be greeted! 

• Extend the way Billie reacts!



Task 2
2.  Add responsive feedback behavior (Exc. 4b) 

• Open the file opendial/esslli.xml and find the rule "feedback". This 
rule makes Billie nod every time the system understood a concept 
with a confidence of over 75%.  

• The variable “feedback” triggers immediate execution of an action. 

• The feedback action is defined in behaviour/nlg.xml and bml/nod.xml  

• Make him say “ok” when his confidence is higher than 85% ! 

• Test with the text window by typing in "hello?" and Enter. Note, that 
appending a question mark to a word indicates that the turn is kept 
(i.e. there is more to come).



Task 3
3. Make Billie happier (Exc. 4c) 

• Open the files json/intent.json and mood.json  

• Find the child called “mood” of the intent "root". This child enables the 
system to parse the mood.json file, in which there’s a concept called 
“cheer_up“ and “cheer_down”. 

• Open the file opendial/esslli.xml  and find the rule "mood". 

• See how giving one of those concepts either increases or decreases the 
variable "happiness". In this case, the condition to have a confidence over 
0.75 is important, because when you type or say "cheer", the system will 
give both concepts a probability of about 50% as the property appears in 
both concepts. 

• Make Billie get happier when he gets praised!


