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Lesson 4: A Few Sample Projects 

Projects were selected to span a wide range of NLP tasks and whether they 
discuss crowdsourcing-related issues 
Coming up next: 
§ Part-of-Speech tagging 
§ Named Entity Recognition and Classification 
§ Prepositional Phrase Attachment 
§ Word Alignment 
§ Relation Extraction 
§ Question Rating 
§  Image Annotation 
Since crowdsourcing has become a commodity, there are less and less papers that 
specifically discuss crowdsourcing practices for NLP. 
 
Many examples from the NAACL 2010 workshop on Creating Speech and 
Language Data with Amazon’s Mechanical Turk: 24 Participants were granted $100 
each to promote crowdsourcing in NLP 
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Use of Manually Acquired Data in NLP 

§ Resource Creation  
§ putting together a dictionary for human or machine use 
§  includes: Wikipedia, Wiktionary, WordNet 

§ Training Data Acquisition 
§ create training / development / test data for machine learning 
§  includes: treebanking, text annotation, translation, document class labeling, 

marking as spam 
§ Evaluation 
§ have system output manually checked 
§ post-hoc evaluations for all sorts of NLP systems 

All of the above can be crowdsourced, but pose different challenges – 
mostly related to the missing expertise of the average crowdworker, as well 
as quality control in light of the vagueness/variety of language. 
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Crowdsourced Re-annotation of POS tagging data 

§ Task: assign parts of speech to Twitter data 
Q/NOUN :/. hay/PRT justin/NOUN SCREEEEEEEEM/PRT !!!!!!!/. i/PRON 
luv/VERB u/PRON OMG/PRT !!!!!!!!!/. i/VERB did/VERB a/DET quiz/NOUN 
ubout/ADP if/ADP me/PRON and/CONJ u/PRON wer/VERB thu/DET only/ADJ 
ones/PRON o/ADP http://www.society.me/q/29910/view/X 

§ Motivation: Language change on Twitter is rapid, thus models fall out of 
use quickly 

Hovy, D., Plank, B., Søgaard, A. 
(2014): Experiments with 
crowdsourced re-annotation of a 
POS tagging data set. 
Proceedings of the 52nd Annual 
Meeting of the Association for 
Computational Linguistics (Short 
Papers), pages 377–382, 
Baltimore, MD, USA 

Crowdflower Interface 
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Crowdsourced Re-annotation of POS tagging data II 

§ Crowd Setup on Crowdflower: 
§ only trusted crowdworkers: need to pass 4 test items 
§  reward: $0.05 for 10 tokens / 5 annotations per token, thus 2.5 cents / token 
§  full dataset: 14,619 tokens, took 10 days to complete 
§ high satisfaction of crowdworkers with the task 

§ Aggregation: comparing Majority Voting (MV) with MACE 
§ MV: treat all annotators equally and choose the label that most annotators 

supply 
§ MACE: treat annotator competence and true label as hidden variables and 

estimate both with Expectation Maximization (Hovy et al., 2013) 
§ Evaluation: 
§ compare to gold standard labels from expert annotators 
§ compare ML model quality 
§ compare impact on a downstream tasks, here: chunking and NER 

Hovy, D. Berg-Kirkpatrick, T., Vaswani, A., Hovy, E. (2013). Learning whom to trust with MACE. Proceedings of NAACL-2013, Atlanta, GA, USA. 
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Crowdsourced Re-annotation of POS tagging data III 

§ over 10% of tokens never received 
gold label, mostly related to 
punctuation and pronouns 

§ MACE scheme helps a little, filtering 
with Wiktionary helps more 

§  impact on downstream: yes for 
chunking, no for NER 
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Named Entity Recognition with Crowdsourcing 

Lawson, N., Eustice, K., Perkowitz, M. (2010): Annotating Large Email Datasets for Named Entity Recognition with Mechanical Turk. Proceedings of 
the NAACL HLT 2010 Workshop on Creating Speech and Language Data with Amazon’s Mechanical Turk, pages 71–79, Los Angeles, CA, USA 

§ Task: mark name spans in text and assign a class label 
§ Challenge for crowdsourcing: 
§ standard interface does not 

support the marking of spans 
§ payment scheme encourages  

low recall if we pay ‘per paragraph’ 
§ Solution:  
§ custom interface 
§ bonus system using command line tools 
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Named Entity Recognition with Crowdsourcing II 

§ Web-based GUI that supports highlighting/marking of tokens, written in 
JavaScript 

§ Annotation of 20,609 email messages of 400 characters on average 
§  looking for three types PERson, ORGanization and LOCation separately: 

in each task, only one type is sought for 
§  for PER, workers also annotated unnamed mentions like “my mom”, thus a 

separate class of these was included, just to discard its contents for NER 
§ Pricing scheme on Amazon MTurk 
§ $0.01 for each HIT – regardless of the number of entities found 
§ $0.01 / $0.02 bonus for each entity found  
§ Bonus only paid if the majority of annotators found the respective entity 

§ Setup on MTurk 
§ batches of 100 – 1000 emails: larger batches completed faster 
§ 798 workers in total, only 10 scammers that never marked any entity 
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Named Entity Recognition with Crowdsourcing III 

§ Different types have different recall levels: 
need more workers to catch all LOCs and 
ORGs, fewer to catch PERs 

§ Bonus system seems to work: most productive 
workers tend to have a high recall 

§ using annotations that at least 2 workers 
marked produced best tagging results (more: 
recall too little; less: precision issues) 

the eager beavers 
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Named Entity Recognition with Crowdsourcing IV 

§ Alternative interface 
using standard forms 
(generated per HIT) 

§ more complex, does 
not handle overlapping 
annotations 

§ was tested only on 
small batches, hence 
unclear how scammers 
should be handled 
when scaling up  

Finin, T., Murnane, W., Karandikar, A., Keller, N., Martineau, J., Dredze, M. (2010): Annotating Named Entities in Twitter Data with Crowdsourcing. Procee–
dings of the NAACL HLT 2010 Workshop on Creating Speech and Language Data with Amazon’s Mechanical Turk, pages 80–88, Los Angeles, CA, USA 
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PP Attachment: Major Issue for Phrase Structure Grammars 

§ Syntax trees can (almost) be modeled with 
context-free languages 

 
 

I shot an elephant in my pajamas 

N V D N P D N 

NP NP 

PP 

VP NP 

S 

S  → NP VP 
NP  → N | D N | NP PP 
VP  → V NP | V NP PP 
PP  → P NP 
N  → I | elephant | pajamas 
V  → shot 
P  → in 
D  → my | an | a | the 
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§ Syntax trees can (almost) be modeled with 
context-free languages 

§ one surface sentence can have several 
derivations 

 
 

I shot an elephant in my pajamas 

N V D N P D N 

NP NP 
PP 

VP 
NP 

S 

S  → NP VP 
NP  → N | D N | NP PP 
VP  → V NP | V NP PP 
PP  → P NP 
N  → I | elephant | pajamas 
V  → shot 
P  → in 
D  → my | an | a | the 

NP 

How he got into my 
pajamas I'll never know! 

- Groucho Marx 

PP Attachment: Major Issue for Phrase Structure Grammars 
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Crowdsourcing for PP Attachment I 

§ Motivation: PP attachment bias is different for different genres 
§ Need semantic knowledge to disambiguate PP attachment ambiguities 
§ Setup:  
§ generate possible attachments from POS tag sequences and chunks 
§ generate crowdsourcing questions to decide the correct attachment 

Jha, M., Andreas, J., Thadani, K., Rosenthal, S., McKeown, K. (2010): Corpus Creation for New Genres: A Crowdsourced Approach to PP Attachment. 
Proceedings of the NAACL HLT 2010 Workshop on Creating Speech and Language Data with Amazon’s Mechanical Turk, pages 13–20, Los Angeles, 
CA, USA 
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Crowdsourcing for PP Attachment II 

§ Crowdsourcing Setup on MTurk: 
§ show sentence with PP highlighted, allow to pick best option to attach it 
§ exits: workers can type additional options, indicate problems with HIT 
§ 1000 HITs, 5 workers per HIT, $0.04 per question 

§ Results 
§  typical accuracy/multiplicity tradeoff 
§ about 5% loss due to chunker errors – these were often identified with the “exit” 

option 
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Crowdsourcing Word Alignment 

§ Motivation  
§ Machine Translation systems learn from parallel data, usually from parallel 

sentences 
§ word alignment is usually done automatically, but results in noise 

§ Solution: use crowdsourcing for word alignment 
§ Specialized interface on top of Google Web Kit (JavaScript)  

Gao, Q. and Vogel, S. (2010): Consensus versus Expertise : A Case Study of Word Alignment with Mechanical Turk. Proceedings of the NAACL HLT 
2010 Workshop on Creating Speech and Language Data with Amazon’s Mechanical Turk, pages 30–34, Los Angeles, CA, USA 
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Crowdsourcing Word Alignment II 

§ Collecting and accepting alignments with majority vote leads to partial 
alignments in presence of worker noise 

§  Information from partial alignments: a) we get pairs of aligned words and 
b) we know which words they are NOT aligned to 

§ Using this information to constrain an automatic 
aligner reduces overall alignment error 

§ Other observation: lack of Chinese- 
speaking crowdworkers: task went slow,  
even after raising the price considerably.  
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Crowds 4 Relation Extraction  

§ Motivation 
§  relation annotation (e.g. born in, plays  

for ..) in text is expensive 
§ distant supervision: use a knowledge  

base to find patterns in which known relations occur helps but is error-prone 
§ can use crowdsourcing to manually correct wrong extractions  

§ Setup 
§ show 10 sentences with relations (from 17 relations between persons) and have 

crowdworkers assign one of three options above 
§ 7 are automatically generated, 

3 control items 
§ $0.05 per HIT, 5 workers/HIT 

Gormley, M.R., Gerber, A., Harper, M., Dredze, M. (2010): 
Non-Expert Correction of Automatically Generated 
Relation Annotations. Proceedings of the NAACL HLT 
2010 Workshop on Creating Speech and Language Data 
with Amazon’s Mechanical Turk, pages 204–207, Los 
Angeles, CA, USA 
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Crowds 4 Relation Extraction II 

§  Inter-Annotator-Agreement: measures how much people provide the 
same labels for the same task. 
Commonly used: Cohen’s Kappa 

§ Agreement often perceived as an 
upper bound for learning algorithms 

§ Here: expert annotators (E1/E2)  
show higher agreement than 
expert vs. majority vote (M); control 
questions seem “easier” 

§ Filtering bad workers: by control items and by time (too short is bad) 

Conger, A.J. (1980): Integration and generalization of kappas for multiple 
raters. Psychological Bulletin, 88(2):322–328. 
Landis, J. R. and Koch, G. G. (1977): The measurement of observer 
agreement for categorical data. Biometrics, 33(1):159-74. 



19 

Question Rating with Crowdsourcing 

§ Goal: automatically generate reading comprehension questions 
§ Why? Because authors work for the Educational Testing Service – hands 

up: who participated in: GRE? TOEFL? PISA? 
§ Approach: overgenerate-and-rank paradigm: generate as many questions 

as possible, then pick the ‘best’ by statistical ranking 
§ Ranker (any ranker!) needs to be trained on manually judgments 

§ Setup on Mturk: 
§ $0.05 per rating, 5 workers/HIT 
§ hourly wage: $5-$10 / hour 
§ using default qualifications and manual 

filtering of bad workers 
Heilman, M., Smith, N.A. (2010): Rating Computer-Generated Questions with 
Mechanical Turk. Proceedings of the NAACL HLT 2010 Workshop on Creating 
Speech and Language Data with Amazon’s Mechanical Turk, pages 35-40, 
Los Angeles, CA, USA 
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Question Rating with Crowdsourcing II 

§ Results: averaging over 3-7 crowdworkers 
achieves the performance of a 
computational linguist, as measured by 
ranking correlation 

§ When using this data for training (linear 
regression on a set of 326 numerical 
features), data shows a very positive trend 
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Image Annotation for  
many purposes 

§ Goal: produce simple, full-sentence  
descriptions of images 

§ Motivations: scene understanding, generation of paraphrases, training an 
image labeler, ...  

§ Generate-Verify Setup: 
§ ask for descriptions of 1000 images, 10 per HIT, $0.10 per HIT, 5 workers/HIT 
§  judge for grammaticality/spelling without showing the picture: 5 per HIT (1 

control), $0.08 per HIT, 3 workers/HIT 
§ Assessing the impact of a qualification test required to be able to work on 

the task: 
§ grammar/spelling: detect whether there is an error 
§  image content: choose the better description 

Rashtchian, C., Young, P., Hodosh, M., Hockenmaier, J. (2010): Collecting Image Annotations Using Amazon’s Mechanical Turk. Proceedings of the 
NAACL HLT 2010 Workshop on Creating Speech and Language Data with Amazon’s Mechanical Turk, pages 139–147, Los Angeles, CA, USA 
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Image Annotation Qualification Test for Grammar/Spelling 

§ d 
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Image Annotation for many purposes II 

§ qualification test results in much higher worker quality: unqualified 
contained nonsensical responses and a lot of grammar errors 

§ verification not needed for qualified workers: simple pre-screening 
improves results a lot.  
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A video is worth 25 pictures per second... 
http://www.cs.utexas.edu/users/ml/clamp/videoDescription/  

§ MSRVid corpus: same idea, but 
describing what can be seen in 2089 
(short) videos 

§  this elicits descriptions of actions, 
rather than situations 

§ data was used in the SemEval tasks 
on Short Text Similarity from 2012 

§ Works in any language: 
 

Chen, D. L. and Dolan, W.B. (2011): Collecting Highly Parallel Data for Paraphrase Evaluation. In the proceedings of The 49th Annual 
Meetings of the Association for Computational Linguistics (ACL), Portland, OR, USA  

English  85550  Hindi  6245  Romanian  3998  Slovene  3584 
Serbian  3420  Tamil  2789  Dutch  2735  German  2326 
Macedonian  1915  Spanish  1883  Gujarati  1437  Russian  1243 
French  1226  Italian  953  Georgian  907  Polish  544 
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Let’s Crowdsource!  
Find all the spelling and grammar errors 

§ VOTERS all over Europe have lost face in the EU because of its 
meddling in there lives, the EU Comission president said in Strassbourg. 
Public support have collapsed right across the EUs’ 28 member nations. 

§  In a astonishing confesion of failure, he added: “We are no longer 
respected in our countrys when we emphazise the need to give priority  
to the EU.”. 

§ His remarks were being seen as recognition of public revolsion at the EU 
ahead of Britains’ in-or-out referendum, on June 23 says the Express. 

 
Hands up – how many errors?  
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Let’s Crowdsource!  
Find all the spelling and grammar errors 

§ VOTERS all over Europe have lost faith in the EU because of its meddling 
in their lives, the EU Commission president said in Strasbourg.  
Public support has collapsed right across the EU’s 28 member nations. 

§  In an astonishing confession of failure, he added: “We are no longer 
respected in our countries when we emphasise the need to give priority 
to the EU.”. 

§ His remarks were being seen as recognition of public revulsion at the EU 
ahead of Britain’s in-or-out referendum on June 23, says the Express. 

13 Errors!  

http://gibraltarpanorama.gi/15209/191118/a/eu-faces-ruin-voters-all-over-europe-lose-faith-in-the-eu-says-european-commissi 
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Crowdsourcing Translations 
(materials from Chris Callison-Burch’s tutorial)   

§ Motivation:  
§ Train a Machine Translation system 
§ Existing parallel data does not cover all languages and domains 

§ Solution 
§ use crowdsourcing for translation 

 
§  Zaidan&Callison-Burch’11 Setup on MTurk: 
§  $0.10 to translate a sentence 
§  $0.25 for post-editing 10 sentences 
§  $0.06 to rank 4 translation groups 

Zaidan, O. F. and Callison-Burch, C. (2011): Crowdsourcing translation: professional quality from non-professionals. In Proceedings of the 49th Annual 
Meeting of the Association for Computational Linguistics: Human Language Technologies - Volume 1 (HLT '11), Vol. 1. pp. 1220-1229, Portland, OR, USA 
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Translation Interface on MTurk 
(slide by Chris Callison-Burch – Task: translation into English) 

§ d 
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Translation Verification Interface on MTurk 
(slide by Chris Callison-Burch – Task: translation into English) 

§ s 
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Quality Control Model for Translation 
(slide by Chris Callison-Burch – Task: translation into English) 

§ Sentence features  
§ Language model probability 
§ Ratio of source / target sentence lengths  
§ Web n-gram match percentage  
§ Translation edit rate to other translators 

§ Worker features 
§ Aggregate of sentence feature scores  
§ Self-reported language abilities (Is native speaker? How long speaking?)  
§ Worker location (Pakistan? India?) 

§ Ranking features (based on second pass vote)  
§ Calibration feature (Bleu against professionals) 
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BLEU Translation Evaluation Metric 

BLEU4 formula  
    (counts n-grams up to length 4) 
 
exp (1.0 * log p1 + 
        0.5 * log p2 + 
        0.25 * log p3 + 
        0.125 * log p4 –  
        max(words-in-reference /  
                words-in-machine – 1, 0) ) 
 
p1 = 1-gram precision 
p2 = 2-gram precision 
p3 = 3-gram precision 
p4 = 4-gram precision 

Reference (human) translation:   
The U.S. island of Guam is 
maintaining a high state of alert 
after the Guam airport and its 
offices both received an e-mail 
from someone calling himself the 
Saudi Arabian Osama bin Laden 
and threatening a biological/
chemical attack against public 
places such as the airport . 

Machine translation:   
The American [?] international 
airport and its the office all 
receives one calls self the sand 
Arab rich business [?] and so on 
electronic mail , which sends out ;  
The threat will be able after public 
place and so on the airport to start 
the biochemistry attack , [?] highly 
alerts after the maintenance. 
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Crowds approaching professional quality 
(slide by Chris Callison-Burch – Task: translation into English) 

§ s 
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Crowds not approaching professional’s costs 
(slide by Chris Callison-Burch – Task: translation into English) 

§ d 
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Translator Availability on MTurk 
(slide by Chris Callison-Burch – Task: translation into English) 

§ s 
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Translation Speed of MTurk for different languages 
(slide by Chris Callison-Burch – Task: translation into English) 

§ d 
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Duolingo Commercial Model 

§  Incentive for crowdworkers: learn a language!  
§ Founder: Luis von Ahn, see also: ESP game, reCaptcha 
§ Language Learners translate sentences according to their level. 
§ More advanced learners correct these.  
§ also: collection of speech corpora 
§ Translations are aggregated and sold as a service 

http://www.slideshare.net/katfish2008/duolingo-powerpoint?qid=4c2767b8-9f8a-4381-98e8-2251eb364560&v=&b=&from_search=1 
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Crowdsourced Translation for  
Emergency Response 

§ 2010 Haiti Earthquake 
§ Text messaging is the only 

popular and working communication channel 
§ Aid personnel does not speak Creole 
§  “Mission 4636” launched in under 2 days, 

both volunteer and paid crowdwork 

http://www.slideshare.net/wwrob/realtime-crowdsourced-translation-for-emergency-response-
and-beyond?qid=7d7e3002-ebe4-4afb-9872-be1b0c45edd7&v=&b=&from_search=1 
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In a Nutshell: Learned in Lesson 4 

§ Many sample projects for NLP tasks 
§  Introduction to many NLP problems 
§ Different quality control mechanisms in practice 


