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Lesson 4: A Few Sample Projects

Projects were selected to span a wide range of NLP tasks and whether they
discuss crowdsourcing-related issues

Coming up next:

» Part-of-Speech tagging

» Named Entity Recognition and Classification
» Prepositional Phrase Attachment

= Word Alignment

= Relation Extraction

= Question Rating

= [mage Annotation

Since crowdsourcing has become a commaodity, there are less and less papers that
specifically discuss crowdsourcing practices for NLP.

Many examples from the NAACL 2010 workshop on Creating Speech and
Language Data with Amazon’s Mechanical Turk: 24 Participants were granted $100
each to promote crowdsourcing in NLP




Use of Manually Acquired Data in NLP

= Resource Creation
» putting together a dictionary for human or machine use
» includes: Wikipedia, Wiktionary, WordNet
= Training Data Acquisition
= create training / development / test data for machine learning
» includes: treebanking, text annotation, translation, document class labeling,
marking as spam
= Evaluation
» have system output manually checked
» post-hoc evaluations for all sorts of NLP systems

All of the above can be crowdsourced, but pose different challenges —
mostly related to the missing expertise of the average crowdworker, as well
as quality control in light of the vagueness/variety of language.
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Crowdsourced Re-annotation of POS tagging data

» Task: assign parts of speech to Twitter data
Q/NOUN :/. hay/PRT justin/NOUN SCREEEEEEEEM/PRT !!!!!!1/_  1i/PRON
luv/VERB u/PRON OMG/PRT !!!!11111/ 1/VERB did/VERB a/DET quiz/NOUN
ubout /ADP if/ADP me/PRON and/CONJ u/PRON wer/VERB thu/DET only/ADJ
ones/PRON o/ADP http://www.socliety.me/q/29910/view/X

= Motivation: Language change on Twitter is rapid, thus models fall out of
use quickly

What's the category of 'a'in:
won't_win a single_game

(Example 5.)

Word class Crowdflower Interface
[ Selectone

. (punctuation)

AD) (adjectives; e.g., 'slow)
Hovy, D., Plank, B., Segaard, A. ADP (adpositions; e.g., 'in’, 'that’, 'of', 'than’)
(2014): Experiments with ADV (adverbs; e.g., slowly)
crowdsourced re-annotation of a CONJ (CO"J“r.m'ons' 8- a.m? ’ out)
POS tagging data set. DET (determiners; e.g., 'the', 'a)

. NOUN (nouns)
Proceedings of the 52nd Annual NUM (2", ‘2nd", 'second’, '$2", '2%)

Meeting of the Association for PRON (pronouns; e.g., 'he’, 'it’, ‘that', ‘which")
Computational Linguistics (Short PRT (interjections, abbreviations; e.g., 'lol', 'ha’)
Papers), pages 377-382, VERB (verbs)

Baltimore, MD, USA X (hashtags, urls, usernames, RT, smileys)




Crowdsourced Re-annotation of POS tagging data Il

= Crowd Setup on Crowdflower:
= only trusted crowdworkers: need to pass 4 test items
= reward: $0.05 for 10 tokens / 5 annotations per token, thus 2.5 cents / token
= full dataset: 14,619 tokens, took 10 days to complete
= high satisfaction of crowdworkers with the task
» Aggregation: comparing Majority Voting (MV) with MACE
= MV: treat all annotators equally and choose the label that most annotators
supply

» MACE: treat annotator competence and true label as hidden variables and
estimate both with Expectation Maximization (Hovy et al., 2013)

= Evaluation:
= compare to gold standard labels from expert annotators
= compare ML model quality
= compare impact on a downstream tasks, here: chunking and NER

Hovy, D. Berg-Kirkpatrick, T., Vaswani, A., Hovy, E. (2013). Learning whom to trust with MACE. Proceedings of NAACL-2013, Atlanta, GA, USA.
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Crowdsourced Re-annotation of POS tagging data il

] . , majority 79.54
over 10% of tokens never received MACE-EM 79 89

gold label, mostly related to majority+Wiktionary 80.58

punctuation and pronouns MACE-EM+Wiktionary | 80.75
» MACE scheme helps a little, filtering oracle 89.63

thh Wiktionary helps more Table 1: Accuracy (%) of different annotations wrt
= impact on downstream: yes for  ¢0]d data

chunking, no for NER

POS model from || CHUNKING | NER
Z MV 74.80 75.74
X y
@USER NOUN, NOUN, X, NOUN, —, NOUN NOUN MACE 75.04 75.83
: R X MV+Wik 75.86 76.08
I PRON, NOUN, PRON, NOUN, PRON, - PRON MACE+Wik 75.86 76.15
owe VERB, VERB, —, VERB, VERB, VERB  VERB U bound
U PRON, X, —, NOUN, NOUN, PRON PRON pper bounds
oracle 76.22 75.85
0 =0.9,0.4,0.2,0.8,0.8,0.9 gold 79.97 75.81
Figure 1: Five annotations per token, supplied by 6 Table 3: Downstream accuracy for chunking (1)
different annotators (— = missing annotation), gold and NER (r) of models using POS.

- label y. 6 = competence values for each annotator.
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Named Entity Recognition with Crowdsourcing

[Loc]

— -~

AC Milan chief executive Adriano Galliani believes that Mario Balotelli is destined for greatness

» Task: mark name spans in text and assign a class label
= Challenge for crowdsourcing: . ceeciems =™

Joe Sutton (remove) <Subject>

» standard interface does not « (Choose Category's]  [Helsinki

. Kevin Sweeney (remove) </Subject>
support the marking of spans .y seeces <Body>

Fernley Here is the abridged draft of the document for the presentation to Joe

= payment scheme encourages [aeeowe][Gneel]  suon.
IOW reca” |f we pay ‘per pa rag raph’ 'The 'expected loss' calculation in the previous version was intended to

show

ithe outcome if we assume some recovery of amounts owing from

u SOI Uthﬂ Vneshtopprom,

but until we re-engage in the negotiation we can only speculate as to
what

= CU Stom InterfaCe tthis may be. Hence, we have restricted the analysis to the maximum

exposure.

" bonus SyStem USIng Command ||ne tOO|S Please e-mail Kevin Sweeney and me with any comments/amendments.

Fernley

</Body>

Fig. 1: Sample of the interface presented to workers.

Lawson, N., Eustice, K., Perkowitz, M. (2010): Annotating Large Email Datasets for Named Entity Recognition with Mechanical Turk. Proceedings of
the NAACL HLT 2010 Workshop on Creating Speech and Language Data with Amazon’s Mechanical Turk, pages 71-79, Los Angeles, CA, USA
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Named Entity Recognition with Crowdsourcing |

» Web-based GUI that supports highlighting/marking of tokens, written in
JavaScript

= Annotation of 20,609 email messages of 400 characters on average
= looking for three types PERson, ORGanization and LOCation separately:
in each task, only one type is sought for

» for PER, workers also annotated unnamed mentions like “my mom”, thus a
separate class of these was included, just to discard its contents for NER

* Pricing scheme on Amazon MTurk

= $0.01 for each HIT — regardless of the number of entities found

= $0.01 / $0.02 bonus for each entity found

» Bonus only paid if the majority of annotators found the respective entity
= Setup on MTurk

» batches of 100 — 1000 emails: larger batches completed faster

» 798 workers in total, only 10 scammers that never marked any entity




Named Entity Recognition with Crowdsourcing il

= Different types have different recall levels:
need more workers to catch all LOCs and
ORGs, fewer to catch PERs

= Bonus system seems to work: most productive
workers tend to have a high recall

» using annotations that at least 2 workers
marked produced best tagging results (more:

recall too little; less: precision issues) 01000 2000 3000 4000 5000 6000 7000 8000
Fig. 4: # HITs Completed vs. Recall
1 1 1
0.8 /_——— 0.8 0.8
0.6 0.6 0.6
0.4 0.4 0.4
0.2 0.2 0.2
0 0 0
2 3 4 2 3 4 5 6 7 8 2345678910

7ig. 3: Marginal recall curves for Person, Location, and OrcanizaTion entity types, from a trial run of
900-1,000 emails. Recall is plotted on the y-axis, the number of annotators on the x-axis.
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Named Entity Recognition with Crowdsourcing IV

» Alternative interface
using standard forms
(generated per HIT)

" more complex, does
not handle overlapping
annotations

= was tested only on
small batches, hence
unclear how scammers
should be handled
when scaling up

rimer f t Want to work on this HIT? Want to see other HITs?
Accept HIT Skip HIT

( Label named entities in Twitter data
Requester Reward: $1.00 per HIT  HITs Available: 445 Duration: 10 minutes
Qualifications Required: HIT approval rate (%) is not less than 95

Help_|
on the way to Tomales Bay for a BBQ w/ friends. discussing politit :
tuned! An entity is a object in the world like a place or person and a named
L i entity is a phrase that uniquely refers to an object by its proper
vord Person Place Organization None ??? name (Hillary Clinton), acronym (IBM), nickname (Opra) or
on (o) (o) o) ® 0O abbreviation (Minn.). Here are some more examples of named
the o o 0 ® 0O entities for each of the types we are interested in.
way O O O ® 0O PER: Barack Obama; the Palins; John
ORG: IBM; Coca-Cola Bottling Co., the Yankees; U.S
to ) ®) ®) O] O PLACE: Baltimore, MD; Washington; Mt. Everest; the Hoover dam
Tomales (@) O () ® O " = e
When tagging named entities remember to:
Bay O o O ® 0O
for O O O ® O * Tag words according to their meaning in the context of the
tweet -
a
O o O ® o « Only tag names, i.e. words that directly and uniquely refer to
BBQ 0] O O ®© 0O entities o]
w o Onlu tas namocof the tunee DED_ODO._and LOO 4
. / .O .O ®) ® 0O & o
Nord Person Place Organization None ??7?
friends. (@) O O ® O
discussing O O O ® O
politics O O O ® O
and O o O ® 0O

Figure 3: In the MTurk interface a tweet is shown in its entirety
at the top, then a set of radio buttons and a checkbox is shown
for each word of the tweet. These allow the user to pick the
annotation for each word, and indicate uncertainty in labeling.

Finin, T., Murnane, W., Karandikar, A., Keller, N., Martineau, J., Dredze, M. (2010): Annotating Named Entities in Twitter Data with Crowdsourcing. Procee—
dings of the NAACL HLT 2010 Workshop on Creating Speech and Language Data with Amazon’s Mechanical Turk, pages 80-88, Los Angeles, CA, USA
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PP Attachment: Major Issue for Phrase Structure Grammars

» Syntax trees can (almost) be modeled with
context-free languages

e T —
N \'} D N P D

I shot an elephant in my

NP
VP

OI<Z7T
n°)

— NP VP

— N|DN|NPPP

— V NP | VNP PP

— P NP

— | | elephant | pajamas
— shot

— in

—my |an|a]|the

pajamas




PP Attachment: Major Issue for Phrase Structure Grammars

S — NP VP
» Syntax trees can (almost) be modeled with | NP —N|DN|NPPP
) VP — VNP |V NP PP
context-free languages PP ~PNP
» one surface sentence can have several N — | Lelephant | pajamas
derivations _ sho!
S\ —my|an|a|the
VP How he got into my
NP pajamas I'll never know!
- Groucho Marx
NP
NP
N Vv D N

I shot an elephant in my pajamas
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Crowdsourcing for PP Attachment |

» Motivation: PP attachment bias is different for different genres
* Need semantic knowledge to disambiguate PP attachment ambiguities
= Setup:

» generate possible attachments from POS tag sequences and chunks

= generate crowdsourcing questions to decide the correct attachment

Chunked Attachment Potential
sentences point predictor attachments
. Questions
New domain Preprgcessor Question | = = for
data (Blogs) — Chunk PPs Builder Mechanical
unker \\\\\\\\.‘ Turk
Chunked PP Identifier
sentences
PPs

Figure 1: Overview of question generation system

Jha, M., Andreas, J., Thadani, K., Rosenthal, S., McKeown, K. (2010): Corpus Creation for New Genres: A Crowdsourced Approach to PP Attachment.
Proceedings of the NAACL HLT 2010 Workshop on Creating Speech and Language Data with Amazon’s Mechanical Turk, pages 13—-20, Los Angeles,
CA, USA

13



Crowdsourcing for PP Attachment Il

» Crowdsourcing Setup on MTurk:
= show sentence with PP highlighted, allow to pick best option to attach it
= exits: workers can type additional options, indicate problems with HIT
= 1000 HITs, 5 workers per HIT, $0.04 per question

= Results
= typical accuracy/multiplicity tradeoff
= about 5% loss due to chunker errors — these were often identified with the “exit”

option
Workers in agreement | Number of questions | Accuracy | Coverage
5 (unanimity) 389 97.43% 41.33%
> 4 (majority) 689 94.63% 73.22%
> 3 (majority) 887 88.61% 94.26%
> 2 (plurality) 906 87.75% 96.28%
Total 941 84.48 % 100%

Table 2: Accuracy and coverage over agreement thresholds
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Crowdsourcing Word Alignment

= Motivation

» Machine Translation systems learn from parallel data, usually from parallel
sentences

= word alignment is usually done automatically, but results in noise
» Solution: use crowdsourcing for word alignment
» Specialized interface on top of Google Web Kit (JavaScript)

a|picture|that|people|have|long|been|looking |forward|to| (EMPTY WORD)

— B # A Beez BlEE

Finish all the words ‘

Gao, Q. and Vogel, S. (2010): Consensus versus Expertise : A Case Study of Word Alignment with Mechanical Turk. Proceedings of the NAACL HLT
2010 Workshop on Creating Speech and Language Data with Amazon’s Mechanical Turk, pages 30-34, Los Angeles, CA, USA
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Crowdsourcing Word Alignment |

» Collecting and accepting alignments with majority vote leads to partial
alignments in presence of worker noise

» [nformation from partial alignments: a) we get pairs of aligned words and
b) we know which words they are NOT aligned to 20054 E{J\ HR

. . _ _ ~ The surﬁfrier of 2005
» Using this information to constrain an automatic

aligner reduces overall alignment error Figure 2: Partial and full alignments

Partial Full | Full-Int

Number of sentences 135 239 135

Number of words 2,008 | 3,241 2,008

. . H Consensus words 13,03 | 2,299 1,426

= Other observation: lack of Chinese- Consensus mate(%) | 6489 | 7093 | 71.02
- . Total Links 7,508 | 9,767 6,114
speaking crowdworkers: task went slow, Comonous Links | 525 | 7935 | 4554
even after raising the price considerably. Consensus Rate(%) | 74.92 | 7940 | 79.39
Total Unique Links 3,186 | 3,989 2,506

Consensus Links 1,875 | 2,585 1,618

Consensus Rate(%) 58.85 | 64.80 64.54

In majority group 2,447 | 3,193 1,426

Majority rate(%) 76.80 | 80.04 71.06

Table 1: Internal consistency of manual alignments, here
Full-Int means statistics of full alignment tasks on the
sentences that also aligned using partial alignment task




I | |- The sentence expresses the relation.

Crowds 4 Relation Extraction |,

Sentence: For the past eleven years, James has
lived in Tucson.

Relation: “Tucson” is the residence of “James”
The sentence does not express the relation.
Sentence: Samuel first met Divya in 1990, while

= Motivation

she was still a student.
Relation: “Divya” is a spouse of “Samuel”
3. The relation does not make sense.

= relation annotation (e.g. born in, plays Sentence: Soojin was born in January.

for ..) in text is expensive

Relation: “January” is the birth place of “Soojin”

= distant supervision: use a knowledge Figure 1: The three annotation options with examples.
base to find patterns in which known relations occur helps but is error-prone

= can use crowdsourcing to manually correct wrong extractions

= Setup

» show 10 sentences with relations (from 17 relations between persons) and have
crowdworkers assign one of three options above

= 7 are automatically generated,
3 control items

= $0.05 per HIT, 5 workers/HIT

Gormley, M.R., Gerber, A., Harper, M., Dredze, M. (2010):
Non-Expert Correction of Automatically Generated
Relation Annotations. Proceedings of the NAACL HLT
2010 Workshop on Creating Speech and Language Data
with Amazon’s Mechanical Turk, pages 204-207, Los
Angeles, CA, USA

The sentence expresses the Sentence: Peter Wong, who's in charge of the rice at Hong Kong Super

1:
relation. Market in Queens, said he's seen his sales increase by 40
2: The sentence does not reent
express the relation. pe :
3: The sentence expresses the
relation.
4: none
5. none
6: none Relation: "Hong Kong" is/are the place of birth of "Peter Wong".
7: none O The sentence expresses the relation.
8: none -
9: none confirm ) @ The sentence does not express the relation.
10: none O The relation does not make sense.

click an answer to change it

Figure 2: An example HIT with instructions excluded.




Crowds 4 Relation Extraction Il

* Inter-Annotator-Agreement: measures how much people provide the
same labels for the same task.

, #Ex. | R | Exact-x | Pairwise

Commonly used: Cohen’s Kappa EI/ED 247 | 2 0.64 0.81

= Agreement often perceived as an EZM gj; % 8-?3 8-28
upper bound for learning algorithms | £/ : :

PP 9ayg C/M 1059 | 2 0.90 0.93

» Here: expert annotators (E1/E2) T(sample) | 247 | 5 0.31 0.69

show higher agreement than T(control) | 1059 | 5 0.52 0.68

expert vs. majority vote (M); control I(all) 3530 | 5 0.45 0.68

questions seem “easier Table 2: Inter-annotator agreement
= Filtering bad workers: by control items and by time (too short is bad)

EI/M E2/M
Unfiltered 0.28 0.38
Time Filtered 0.32 0.43

Conger, A.J. (1980): Integration and generalization of kappas for multiple Control Filtered 0.34 0.47

raters. Psychological Bulletin, 88(2):322-328. Control and Time 0.37 0.48
Landis, J. R. and Koch, G. G. (1977): The measurement of observer
agreement for categorical data. Biometrics, 33(1):159-74.

Table 5: Exact-« scores for three levels of quality control
and a baseline, between each expert and the majority vote




Question Rating with Crowdsourcing

» Goal: automatically generate reading comprehension questions

» Why? Because authors work for the Educational Testing Service — hands
up: who participated in: GRE? TOEFL? PISA?

» Approach: overgenerate-and-rank paradigm: generate as many questions
as possible, then pick the ‘best’ by statistical ranking

» Ranker (any ranker!) needs to be trained on manually judgments

Rating Details
1 | Bad The question has major prob-
= Setup on Mturk: lems.
= $0.05 per rating, 5 workers/HIT 2 | Unacceptable Tl}e question definitely has a
minor problem.
= hourly wage: $5-$10 / hour 3 | Borderline The question might have a
= using default qualifications and manual problem, but I'm not sure.
filtering of bad workers 4 | Acceptable The question does not have
problems.
Heilman, M., Smith, N.A. (2010): Rating Computer-Generated Questions with 5 | Good The question is as good as one
Mechanical Turk. Proceedings of the NAACL HLT 2010 Workshop on Creating .
Speech and Language Data with Amazon’s Mechanical Turk, pages 35-40, that a human teacher mlght
Los Angeles, CA, USA write for a reading quiz.

Table 1: The five-point question rating scale.



Question Rating with Crowdsourcing Il

» Results: averaging over 3-7 crowdworkers

achieves the performance of a
computational linguist, as measured by
ranking correlation
* When using this data for training (linear
regression on a set of 326 numerical
features), data shows a very positive trend
Source Text Excerpt | Question

Acceptability of
Top-Ranked Fifth

0.6

| Rating |

MD 36 serves as the main road through the Georges Creek
Valley, a region which is historically known for coal mining,
and has been designated by MDSHA as part of the Coal Her-
itage Scenic Byway.

Which part has MD 36 been desig-
nated by MDSHA as?

1.4

He worked further on the story with the Soviet author Isaac
Babel, but no material was ever published or released from
their collaboration, and the production of Bezhin Meadow
came to an end.

What did the production of Bezhin
Meadow come to?

2.0

The design was lethal, successful and much imitated, and
remains one of the definitive weapons of World War II.

Does the design remain one of the
definitive weapons of World War 11?

2.8

Francium was discovered by Marguerite Perey in France
(from which the element takes its name) in 1939.

Where was Francium discovered by
Marguerite Perey in 1939?

3.8

Lazare Ponticelli was the longest-surviving officially recog-
nized veteran. .. Although he attempted to remain with his
French regiment, he eventually enlisted in. ..

Did Lazare Ponticelli attempt to re-
main with his French regiment?

44

T T T 1

250 . 500 750
Training Set Size

1000

Table 2: Example computer-generated questions, along with their mean ratings from Mechanical Turk.



lease describe the image in one complete but simple sentence

Image Annotation for
many purposes

» Goal: produce simple, full-sentence
descrlptlons of Images Figure 1: Screenshot of the image annotation task.

» Motivations: scene understanding, generation of paraphrases, training an
image labeler, ...

» Generate-Verify Setup:
= ask for descriptions of 1000 images, 10 per HIT, $0.10 per HIT, 5 workers/HIT

» judge for grammaticality/spelling without showing the picture: 5 per HIT (1
control), $0.08 per HIT, 3 workers/HIT

» Assessing the impact of a qualification test required to be able to work on

the task:
= grammar/spelling: detect whether there is an error

* image content: choose the better description

Rashtchian, C., Young, P., Hodosh, M., Hockenmaier, J. (2010): Collecting Image Annotations Using Amazon’s Mechanical Turk. Proceedings of the
NAACL HLT 2010 Workshop on Creating Speech and Language Data with Amazon’s Mechanical Turk, pages 139-147, Los Angeles, CA, USA
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Image Annotation Qualification Test for Grammar/Spelling

Are all of the words correctly spelled and correctly used? Is the sentence grammatically correct?

A group of children playing with thier toys (N) A man giving pose to camera. (N)

He accepts the crowd’s praise graciously. (Y) The white sheep walks on the grass. (Y)

The coffee is kept at a very hot temperture. (N) She is good woman. (N)

A green car is parked in front of a resturant. (N) He should have talk to him. (N)

An orange cat sleeping with a dog that is much larger then it. (N)  He has many wonderful toy. (N)

I ate a tasty desert after lunch. (N) He sended the children home to their parents. (N)

A group of people getting ready for a surprise party. (Y) The passage through the hills was narrow. (Y)

A small refrigerator filled with colorful fruits and vegetables. (Y) A sleeping dog. (Y)

Two men fly by in a red plain. (N) The questions on the test was difficult. (N)

A causal picture of a man and a woman. (N) In Finland, we are used to live in a cold climate. (N)
Three men are going out for a special occasion. (Y) Three white sheeps graze on the grassy field. (N)
Woman eatting lots of food. (N) Between you and me, this is wrong. (Y)

Dyning room with chairs. (N) They are living there during six months. (N)

A woman recieving a package. (N) I was given lots of advices about buying new furnitures. (N)
This is a relatively uncommon occurance. (Y) A horse being led back to it’s stall. (N)

Table 3: The spelling and grammar portions of the qualification test. The test may be found on MTurk by searching
for the qualification entitled “Image Annotation Qualification”.
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Image Annotation for many purposes Il

Without qualification test

(1) lady with birds

(2) Some parrots are have speaking skill.

(3) A lady in their dining table with birds on her shoulder and head.
(4) Asian woman with two cockatiels, on shoulder

head, room with oak cabinets.,

(5) The lady loves the parrot

With qualification test

(1) A woman has a bird on her shoulder, and another bird on her head
(2) A woman with a bird on her head and a bird on her shoulder.

(3) A women sitting at a dining table with two small birds sitting on her.
(4) A young Asian woman sitting at a kitchen

table with a bird on her head and another on her shoulder.

(5) Two birds are perched on a woman sitting in a kitchen.

Figure 5: Comparison of captions written by Turkers with and without qualification test
» qualification test results in much higher worker quality: unqualified
contained nonsensical responses and a lot of grammar errors

= verification not needed for qualified workers: simple pre-screening
improves results a lot.
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A video is worth 25 pictures per second...
http://lwww.cs.utexas.edu/users/ml/clamp/videoDescription/

» MSRVid corpus: same idea, but

describing what can be seen in 2089

(short) videos

= this elicits descriptions of actions,

rather than situations

= data was used in the SemEval tasks

on Short Text Similarity from 2012

= Works in any language:

English 85550 Hindi 6245
Serbian 3420 Tamil 2789
Macedonian 1915 Spanish 1883
French 1226 ltalian 953

AR UIECIEET

MSRvid

Romanian 3998

Dutch
Gujarati
Georgian

2735
1437
907

(<]

How to Make Bento (Japanese Boxed Lunch)
by anokngrifcg

Slovene
German
Russian
Polish

« A person is slicing a cucumber into
pieces.

« Achef is slicing a vegetable.

« A person is slicing a cucumber.
« Awoman is slicing vegetables.
« Awoman is slicing a cucumber.

« A person is slicing cucumber with
a knife.

« A person cuts up a piece of
cucumber.

« Aman is slicing cucumber.
« A man cutting zucchini.

Figure 1: Video and corresponding descriptions from

3584
2326
1243
544

Chen, D. L. and Dolan, W.B. (2011): Collecting Highly Parallel Data for Paraphrase Evaluation. In the proceedings of The 49th Annual
Meetings of the Association for Computational Linguistics (ACL), Portland, OR, USA
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Let’s Crowdsource!
Find all the spelling and grammar errors

» VOTERS all over Europe have lost face in the EU because of its
meddling in there lives, the EU Comission president said in Strassbourg.
Public support have collapsed right across the EUs’ 28 member nations.

* |n a astonishing confesion of failure, he added: “We are no longer
respected in our countrys when we emphazise the need to give priority
to the EU.”.

» His remarks were being seen as recognition of public revolsion at the EU
ahead of Britains’ in-or-out referendum, on June 23 says the Express.

Hands up — how many errors?

25



Let’s Crowdsource!
Find all the spelling and grammar errors

» VOTERS all over Europe have lost faith in the EU because of its meddling
in their lives, the EU Commission president said in Strasbourg.
Public support has collapsed right across the EU’s 28 member nations.

* [n an astonishing confession of failure, he added: “We are no longer
respected in our countries when we emphasise the need to give priority

to the EU.”.

» His remarks were being seen as recognition of public revulsion at the EU
ahead of Britain’s in-or-out referendum on June 23, says the Express.

13 Errors!

http://gibraltarpanorama.gi/15209/191118/a/eu-faces-ruin-voters-all-over-europe-lose-faith-in-the-eu-says-european-commissi
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Crowdsourcing Translations
(materials from Chris Callison-Burch’s tutorial)

= Motivation:

» Train a Machine Translation system

» Existing parallel data does not cover all languages and domains
= Solution

» use crowdsourcing for translation

» Zaidan&Callison-Burch’11 Setup on MTurk:
= $0.10 to translate a sentence
= $0.25 for post-editing 10 sentences
= $0.06 to rank 4 translation groups

Zaidan, O. F. and Callison-Burch, C. (2011): Crowdsourcing translation: professional quality from non-professionals. In Proceedings of the 49th Annual
Meeting of the Association for Computational Linguistics: Human Language Technologies - Volume 1 (HLT '11), Vol. 1. pp. 1220-1229, Portland, OR, USA
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Translation Interface on MTurk
(slide by Chris Callison-Burch — Task: translation into English)

rpese of research study: We arc collecting translations 1o improve
iranslation software and 1o make Wikipodia content accessible in all

Translate Urdu into English

2 Although it will not directly benefit you, this study may benefll

och wmmmmmmm«

unmm wed g, OF NEw user
> mdmﬂkm

cre are no risks for panicipating in this study.

Help us translan: Urdu articles into Enghsh Your translauons w1ll be distributed with a Creative
yrameas Joreriy meinae Urdu

e Does not add or dcl.c1c any information from the original text - i 'ﬂmﬂgm - -Y’:* withow
o Has the same meaning and style as the original .
¢ Does not contain any spcllingcrmrs We may end your participation if you do not have adoquate knowlodgd
o [s grammatical, natural-sounding English o b e e Ty
First, please answer these questions about your language abilities: WelkariD ool ane ad yor, B s This St mey bo)
disclosad 10 other rescarchers.
Is Urdu your native language? OYes ONo Questions/concerns: You may c-mail questions 1o the principle
[ mvestigator, Chris Callison-Burch. If yos foel you have been trosted
How many years have you spoken Urdu? years e
Is English your native language? OYes ONo cking on the “Accept HIT™ button indicates that you enderstand thy
How many years have you spoken English? years - :umm?x «'..'.:y""'| —

Translation of the first sentence goes here.

wolwl ol 5w IS puz = Sl SIS sluiwl o liwiles]
=t Olilesl s 900

N Translation of the second sentence goes here.
JLn.w .ul).olu.muﬁo .UMLW‘))MJ,I U,DL\Suul
w02 VlSS U gl Ol o liwilaS 5 Gue Jlaws ipuz Juo (G osino

sl i o b S pliwilas] o pw Slas plai S5 5,551
= pS o sl uslas

-0 Ul.n.lm J,J JArdi _'QJUul

a“" )J&n a“ )J [VRNTR T VN 2 )mbu “" )Mﬁl ul A MJL \.ﬂa s



Translation Verification Interface on MTurk
(slide by Chris Callison-Burch — Task: translation into English)

Vote for the best translation

Please read the sentences and vote on the one that you think is the best in each group. The sentences are translations that were produced by pt
who are not native English speakers. Their translations are often ungrammatical, misspelled, disfluent, or bad in other ways. Your goal isto t
pick the best translation among the set. The one that you choose as the best will be forwarded on for editing, and it will undergo a variety of ¢
quality control mechanisms before it is published.

You should consider the following factors when selecting one translation as the best:

¢ Does it make more sense than the others?
o [s the English reasonably good?
e Do the grammar and spelling require only minimal correction?

|§ |Experimtaions have proved that those rats on less calories diet have developed a tendency of not overcoming the flu virus .
@ in has been proven from experiments that rats put on diet with less calories had less ability to resist the Flu virus.

IU Experiments proved that mice on a lower calorie diet had comparatively less ability to fight the flu virus.

@Ft was proved by experiments the low calories caters mouses had low defending power for flue in ratio.

[(—)IThc research proved this old talk that decrease eating is useful in fever.
[O][Research disproved the old axiom that " It is better to fast during fever"
|O|[research has proven this old myth wrong that its better to fast during fever. |
E This Research has proved the very old saying wrong that it is good to starve while in fever.

|O/[According to the scientist a patient should eat more while in fever.
O/[According to scientists, eat a lot during fever. |
|§|Eal and drink more in fever according to scientists. |
@|aocording to the scientists one should eat a lot during fever. |
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Quality Control Model for Translation
(slide by Chris Callison-Burch — Task: translation into English)

» Sentence features
» Language model probability
» Ratio of source / target sentence lengths
= Web n-gram match percentage
» Translation edit rate to other translators
= Worker features
» Aggregate of sentence feature scores
» Self-reported language abilities (Is native speaker? How long speaking?)
= Worker location (Pakistan? India?)

» Ranking features (based on second pass vote)
= Calibration feature (Bleu against professionals)
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BLEU Translation Evaluation Metric

Reference (human) translation:
The U.S. island of Guam is BLEU4 formula
maintaining a high state of alert (counts N-grams up to Iength 4)

after the Guam airport. and its
offices both received an e-maiil

from someone calling himself the * +
Saudi Arabian Osama bin Laden exp (1.0 * log p1
and threatening a biological/ 05 * Iog p2 +
chemlical attack e.rgainst public .
places such as the airport . 0.25 Iog p3 +
" : : 0.125 * log p4 —
Machine fran Siation: max(words-in-reference /
The Arr'}_erig'.an [?] internatig';nal words-in-machine — 1, 0) )

airport gnd its the office al

receives one calls self thg sand
Arab ricﬁ. business [?] an:tj So on p1 — 1-gram precision
electroni¢ mail , which sends out ;

The thredt will be able after public p2 = 2-gram precision
place and.so on the airport to start

the biochemistry attack , [?] highly p3 = 3-gram precision

alerts after the maintenance. p4 — 4-gram precision
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Crowds approaching professional quality
(slide by Chris Callison-Burch — Task: translation into English)

4/
42
37
32
27
55 42 28 39 44 41
LDC Turker Turker best best
professional translation w/o translation w/ sentence Turker

translation  quality control  QC model Oracle Oracle
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Crowds not approaching professional’s costs
(slide by Chris Callison-Burch — Task: translation into English)

Base costs [$275

Redundancy

Professional

0 3000 6000 9000 12000
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Translator Availability on MTurk
(slide by Chris Callison-Burch — Task: translation into English)

- workers quality speed ——

Dutch, French, German, Guijarati, Italian, Portuguese, Romanian,

high e Serbian, Spanish, Tagalog, Telugu
slow Arabic, Hebrew, Irish, Punjabi, Swedish, Turkish
many
_ fast  Hindi, Marathi, Tamil, Urdu
medium
or low slow Bengali, Bishnupriya Manipuri, Cebuano, Chinese, Nepali, Newar,
Polish, Russian, Sindhi, Tibetan
fast Bosnia, Croatian, Macedonian, Malay, Serbo-Croatian
Afrikaans, Albanian, Aragonese, Asturian, Basque, Belarusian,
Bulgarian, Central Bicolano, Czech, Danish, Finnish, Galacian,
high Greek, Haitian, Hungarian, Icelandic, llokano, Indonesian,
slow Japanese, Javanese, Kapampangan, Kazakh, Korean, Lithuanian,
fow Low Saxon, Malagasy, Nor- wegian (Bokmal), Sicilian, Slovak,
Slovenian, Thai, Ukranian, Uzbek, Waray-Waray, West Frisian,
Yoruba
Amharic, Armenian, Azerbaijani, Breton, Catalan, Georgian,
medium slow Latvian, Luxembourgish, Neapolitian, Norwegian (Nynorsk), Pashto,
or low Piedmontese, Somali, Sudanese, Swahili, Tatar, Vietnamese,
Walloon, Welsh

i none Esperanto, Ido, Kurdish, Persian, Quechua, Wolof, Zazaki .



Translation Speed of MTurk for different languages
(slide by Chris Callison-Burch — Task: translation into English)

Rate of Translation

D
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i

L0 300,000}
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— 200,000}
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S 100,000
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Duolingo Commercial Model

» [ncentive for crowdworkers: learn a language!
» Founder: Luis von Ahn, see also: ESP game, reCaptcha

» | anguage Learners translate sentences according to their level.
» More advanced learners correct these.

= also: collection of speech corpora

Phew! You finished with zero hearts

* Translations are aggregated and sold as a service +10
} X m—— S

Click record and say

Al
Listen and type in Spanish = 8 -
den’y type
g A L R Type the two words:
® shin A I O 0 "
B u N -

' L aa i +

http://www.slideshare.net/katfish2008/duolingo-powerpoint?qid=4c2767b8-9f8a-4381-98e8-2251eb364560&v=&b=&from_search=1
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Crowdsourced Translation for
Emergency Response

» 2010 Haiti Earthquake

» Text messaging is the only
popular and working communication channel

» Aid personnel does not speak Creole

» “Mission 4636" launched in under 2 days,
both volunteer and paid crowdwork

Fanm gen tranche pou fé yon
pitit nan Delmas 31"

Message
translated,

categorized &
geolocated

“Fanm gen tranche pou f& yon

Average turnaround = 10 mins

e ., [ TRE T
[JECF “Fanm gen tranche pou fe yon |
i pitit nan Delmas 31"
: Undergoing children delivery

. S Delmas 31
JAUREESN,  495746829274168,
y ‘2"@31849193572998

-

(<
' -
12 S| Emergency
\& o A ‘

\&

|2 4
e/

N AT

Locationis
refined &
actionable items

pitit nan Delmas 31" L e
Undergoing children delivery are identified
Delmas 31
18.495746829274168,
72.31849193572998
Emergency

http://www.slideshare.net/wwrob/realtime-crowdsou rced-translation-for-emergency-respons%
and-beyond?qid=7d7e3002-ebe4-4afb-9872-be1b0c45edd7&v=&b=&from_search=1

2010 Haiti earthquake

A

, ¥ S :"..I
= Léogs Porf-au-
Fetit-Coived Priné‘e'_

Date
Origin time
Magnitude
Depth
Epicenter

Areas
affected

Max.
intensity

Peak
acceleration

Tsunami

Casualties

\
P <
Esir‘t-r-.lsrco )J

Jacmel }
12 January 2010
16:53
7.0 My,

13 km (8.1 mi)
- 18°27'25"N 72°31'59"W

Haiti, Dominican Republic
MM X[ (Extreme)
0.5 g2

Yes (localized)!®!
100,000 to 316,000 deaths (the



In a Nutshell: Learned in Lesson 4

» Many sample projects for NLP tasks
» Introduction to many NLP problems
= Different quality control mechanisms in practice
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