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Contents of the Course

Monday:

— introduction, major features of incremental processing
Tuesday:

— incremental processing for sequence problems
Wednesday:

— incremental processing for structured problems

today:

— generating output based on structured and partial input
Friday:

— wrap-up and outlook, also based on your questions and interests



Short Recap

,true” incrementality vs. restart-incrementality

non-monotonicity allows to produce final output
that is as good as a non-incremental processor's

so far:

— input side of a speech/language system

— one type of input, one type of output

today:
— generate user-facing output from multiple types of input

— limit span of non-monotonic operations



Short Recap |l

» Lookahead/context/latency: how much we allow the output
to lag behind given constant extention of the input
(generally: higher means more monotonic)

— today: analyze when we require more/get by with less lookahead

o Granularity: size of the minimal unit of processing
(generally: smaller is better)

— today: when we have different types of input,
we may have mixed granularity (as small as possible per-type)

— mixed granulary can help to reduce lookahead requirements

o both lower lookahead and finer granularity help
to reduce processing delays



Contents for today

o a (very short and sketchy) introduction to speech synthesis

o dealing with realtime pressure (which restricts non-
monotonicity)

— how much lookahead for acceptable
non-incremental (i.e., post-hoc) quality?

- how to organize the architecture to achieve concurrent processing

« mixed input types to improve overall performance



level of abstraction

Consuming input incrementally

put(cross,Y)
put piece:cross
lege das kreuz in
time

input side

Baumann (2013)



level of abstraction

Producing output just-in-time

distance into the future

ack(take(X),put(X,Y))

ack

take X

okay

ich

nehm

v

output side

Baumann (2013)

concreteness of representation

-



Decision making governs
input/output combination

DM reasoning/decision: need to grab to be able to put — confirm

put(cross,Y)

put piece:cross

ack(take(X),put(X,Y)), X=cross

ack

take cross

lege das

kreuz

n

okay

ich || nehm

input side

e

output side

Baumann (2013)




Speech Output in Typical Systems

current point in time
®

There's an appointment today at 4:25 titled: afternoon tea’ with the note: ‘be on time’.

o full utterances are generated, synthesized
and delivered as a whole



Speech Output in Typical Systems

current point in time
®

There's an appointment today at 4:25 titled: afternoon tea’ with the note: ‘be on time’.

——

user ;eei ;ac crossmodal
mteractlon

calendar
entry
changes

o inflexible: unable to change the ongoing utterance
(neither the content nor the delivery parameters)

— no way to react to the listener or the environment



Potentially Better:
Incremental Speech Output

current point in time
®

There's an appointment | today at 4:25| titled:| ‘afternoon tea’ | with the note:| ‘be on time’.

o generate, synthesize and deliver the utterance
in smaller chunks

— but (re)compute prosody with all the context available



Potentially Better:
Incremental Speech Output

current point in time
®

'Yhere's an appointment

today at 4:25

titled:

afternoon tea’

with the note:

‘be on time’.

J
9

o less utterance-initial processing — faster onset




Potentially Better:
Incremental Speech Output

current point in time

[
There's an appointment | today at 4:25 | titled:

at 4:25, titled:| ‘afternoon tea’ | -

o incremental output may take changes into account

o react and adapt to user feedback / requests / noise



Example

Auto aus Gefahr Golf
Umw| querstr. auBer biegt
Warnen? Reichweite) auch ab!
Auto- \I/::)JrE\ Kupplun Bremse EUEMEE
sensorik Gos pp\ 9 \ \ geldst
Fahrer
Nutzer- Falt\ re; Far? rerc schaut
tracking > ﬂltJ Scdau rechts
rlec > gradeaus | Il (erwartbar)

D
()

|
Biegen Sie rechts—
dem Golf folgend ab

Warnung N\ | [goch nicht will der —
vorbereiten: Text wie etwa hier Korrigieren:
System |lauter werden, gehabt. schon anderen
Text andern abbiegen? Bezugspunkt
geben!




Incremental speech synthesis architecture



Standard Speech Generation
and Synthesis (HMM-based)

pragmatic plan ack(take(X),put(X,Y)), X=cross, Y=corner
phrases phrase; phrase, phrase,
Colars(?[}{iéiﬁﬁsl ack take X=cross A put (X) Y=corner ”;Z\rfel{%?g(
words Okay, ich || nehm | das Kreuz |jund|| lege es |in|/die| Ecke.
syllables ) ) " ! *

phones | o: [k| e 1/ ¢|n| e mdaE

HMM states B
w/ durations L

—
=N
—
—
= =]
—
=
==
= [
= |

vocoding features

speech audio



Incremental Speech Generation
and Synthesis (HMM-based)

pragmatic plan ack(take(X),put(X,Y)), X=? , Y=?

phrases Phrase; phrase, phrase,

pre-lexical ack take | X I
constituents | | |

words Okay, ich nehm

extend structure just-in-time

syllables

phones | o: k| e Q :
degrade gracefully if

HMM states little material is available
w/ durations

vocoding features

speech audio‘mfm

Baumann and Schlangen (2012a,b)
Baumann and Schlangen (2013a,b)
Baumann (2014a,b)



Incremental Speech Generation

and Synthesis

pragmatic plan

phrases

pre-lexical
constituents

words

syllables

phones

HMM states
w/ durations

vocoding features

ack(take(X),put(X,Y)),

specification )
extension / changes ed

at the top

X=? , Y=?

many simultaneous demands:
» need to produce more speech
« need to adapt prosody to

speech audio‘%mm

phrase, phrase,
ack take X
Okay, ich nehm orin the
- middle eg.
R . hesitate!
or k| er C

real-time demand
from the bottom

situation

» need to add/change material

o need to add hesitation to span
time until NLG is done

o ...all of this concurrently



Extending structure just-in-time

o split up into two (generic) processors:

— natural language generation (iNLG)

— speech synthesis (iSS)

INLG ics
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o
&
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o keep modularity as strong as possible



Incremental Speech Output:
Overview

o starting with an utterance description

o iNLG splits the utterance in chunks and outputs
one chunk to the buffer that is shared with iSS

iSS

. chunklU,
:  shared buffer




Incremental Speech Output:
Overview

e iSS processes chunk to produce phonemes

iSS

utterancelU chunkiU, | with || the | subject |
wi 1 ofaf o s]alb]af K

linguistic processing via MaryTTS (Schroder & Trouvain, 2003)



Incremental Speech Output:
Overview

o iSS processes chunk and

o synthesizes just-in-time
(only with enough look-ahead to keep all bufters full)

iSS

| with || the | sijet |
W@@E@@}

moves along with timé



Incremental Speech Output:
Overview

o using a crawling vocoder that performs HMM optimization
and vocoding in real-time

iSS

utterancelU chunkiU, | with || the | subject |

w1 Jol[o] o Jlsfa]v]lafs]Le Jxl¢]

moves along with timé

(largely based on MaryTTS code; see also Dutoit et al., 2011)



Incremental Speech Output:
Overview

o using a crawling vocoder that performs HMM optimization
and vocoding in real-time

« when nearing the end of the current chunk ...

iSS

utterancelU chunkiU, | with || the | subject

w1 Jollo] o ]lsa][b]lali] <]

|

moves along with timé



Incremental Speech Output:
Overview

o update-messages are sent
from phonemes to chunk to iNLG

(this is a generic update mechanism in INPROTK)

iSS

on ongoing: update chunk

| with | the | subject|

w1 Jol[e] o ]lsla[b]ali] <]

|

utterancelU chunklU,

____________________________________

nearing completion? trigger iNLG

o update trigger placement determines (minimal) lookahead



Incremental Speech Output:
Overview

 and iNLG adds another chunkIU
before synthesis runs out of speech

o it's integrated & appended to the ongoing synthesis

iSS

‘ with H the H subject

w1 Jollo] o ]lsfa][b]lali] <]

|

o the process repeats until all chunks are synthesized



Update mechanism

o updates notify higher-level processing
that a processing step is required soon

o updates inform higher-level processing
what can't be changed any more
(where non-monotonicity is limited)

« WARNING: you may run into concurrency issues and race-
conditions (probably with your code, certainly with mine!)



Incremental Speech Generation
and Synthesis (HMM-based)

pragmatic plan ack(take(X),put(X,Y)), X=? , Y=?
phrases phrase, phrase, phrase,
pre-lexical ack take | X A
constituents
words Okay, ich nehm D ONE
syllables ) ) extend structure just-in-time
phones o: k| e ¢ .
degrade gracefully if
H//\/(\j/\/\ states little material is available
w/ durations
vocoding features NEXT

speech audio‘mfm

Baumann and Schlangen (2012a,b)
Baumann and Schlangen (2013a,b)
Baumann (2014a,b)



Prosody

o the non-local phenomenon in speech synthesis

— other steps are very local; in particular: HSMM synthesis
needs just 2 phonemes of context (Dutoit et al. 2011)

o we typically require the full sentence to compute the overall
sentence intonation/melody

— but can we get away with less than full sentences?
— what's the degradation?

— with how little can we get away?

o of course, more context will help more, but what about the
interaction abilities that we gain from limiting context?



In-vitro evaluation:
lookahead vs. prosodic quality

(a) for symbolic prosody processing (ToBI-like)
(b) sub-symbolic prosody processing (contour generation)



Design Space for Incremental Prosody

chunk; chunko chunkg
your flight | on September 81" 2012 | to PDX via EWR | ...

= ?Wo ¢W1 ? ?Wn-1 ?Wn >
how much? when? how much?

(left context) (lookahead) (granularity)

o phrases (as produced by a NLG component) may form a
reasonable chunk-size for prosodic processing

— NLG doesn't produce anything that's smaller anyway

« when we add input at w, we can change prosody for what's
after w, but not before

— the smaller ¢, the smaller the influence on prosody

— the smaller £, the less incremental the synthesis



Evaluation

 we focus on pitch and duration error (RMSE) relative to
non-incremental baseline

30 A
— |- A- pitch dev. (Hz)
—| |—®—timing dev. (ms) A o-- A
O
o
|
Wi,

o add next phrase at end of current phrase's first word

o not very incremental, in particular: very coarse granularity



Trade-off

» more context, better prosodic quality
« more context, less incremental / timely changes

o (for application needs and measure in vivo)

e so far: we need (almost) two phrases of
lookahead-+granularity — can we do better?

chunk chunk chunks
your flight | on September 8" 2012 | to PDX via EWR | ...

b b b -

how much? when’ how much?
(left context) (lookahead) (granularity)




More fine-grained processing

o try to reduce/mix granularity:

— a synthesizer wants words phrase-by-phrase to answer phrase-
level questions (such as ,is this a question or a statement?”)

— such phrase-b

ased information may be more likely available at

different stages into the phrase

*

?

full utterance

phrases phrase,  phrase, .

wordsyour flight |in May| ...

ffffffffffffffff

syllables *

!

phrase features likely
A: not available, B: available

— are features important for the full phrase, or more important
towards the end of the phrase?



Experimental setting

o limiting feature use to

— everything that's in the past

— 2 next phones and next syllable but
only if they are part of the current word

— word-level information up to the current word
— phrase-level information only for the phrase-final word

— sentence-level information only for the sentence-final word
o analyze state-selection for HSMM synthesis

— in combination with full symbolic prosody

— or just with previous w,_, setting

details in Baumann, 2014 (Interspeech)



Experimental Results

o you don't really need all the forward-looking features

o phrase- and sentence-level information on the last word is
sufficient

— nicely corresponds to the fact that speech itself is an incremental
phenomenon; human speakers speak incrementally
o they can incorporate late changes (without sounding unrealistic)
« we mark finality at the end of phrases/sentences

(thus, linguistic insight would have come to the same conclusion as my
tedious experiments...)



General take-away messages

o understand your underlying problem: what input is really
needed, should be sufficient, might be dispensable?

(e.g.: word-+finality information almost as good as full-phrase)
« decompose your input into smaller units

(word and finality must be handled separately)
o devise in-vitro evaluation settings that make sense in-vivo



In-vivo evaluation



Example: The CarChase domain

e system comments on events in the scene (car's motion)

o high event rate — impossible to speak isolated utterances

— combine events into complex utterances
(using incremental speech synthesis)

— skip or abort event notifications
in favour of more important
information (baseline behaviour)

o simplification of similar
real-world scenarios




Taking expectations into account

(event:h  event:

turning turning
street is likely rifht
caratt, caratt, car at i,

e D Oy

]

time event description ongoing utterance (spoken part in bold)

t; caron Main Street The car drives along Main Street.
t, carwill havetoturn ... Main Street and then turns <hes»

t; carturnsright ... Main Street and then turns right.

more details on interaction strategy in Baumann&Schlangen, SigDial 2013.



Experiment

incremental system vs. baseline system
9 settings in the CarChase domain

9 subjects were asked to rate (5-point Likert)

— naturalness of verbalization (to capture interactional adequacy)

— naturalness of pronunciation (to capture synthesis quality)

results in 81 paired samples



Expected results

» we were hoping for a good trade-oft:

A /\
o reat slight
% .5 advantage
= improvement for baseline
< with the S
= incremental y
= sYstem v
interaction quality synthesis quality

— write paper: ,, Trade-oft between incrementality of
behaviour and speech synthesis quality”



Actual results

very /\

natural as expected: _

great improvement incremental I

in verbalization baseline [
neutral -

synthesis
quality impression
also improves!

very

unnatural verbalization  pronunciation



Pronunciation ratings

o Incremental processing cannot have
systematically improved synthesis quality

e but:
naive listeners do not distinguish between
interaction and synthesis quality (Pearson's r = .537)

o verbalization/wording adequacy by far outweighs
pronunciation/synthesis quality



Conclusion

o Incremental speech synthesis sounds OK
(similarly well as non-incremental speech synthesis)

— quality/lookahead-tradeoft has reasonable operating points

— mixed-granularity offers best solutions

o Prosody is the bottleneck

better integration — partial structures — better prosody
— (light) CTS instead of TTS

» inc. speech synthesis enables speech output that is rated as
more natural than standard, non-incremental speech output



XXX
XXX

<D<

Thank you.

{baumann,koehn}@informatik.uni-hamburg.de
get the code at inprotk.sf.net.
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Desired Learning Outcomes

o students know solutions of how to approach a large and
multi-facetted ,,incrementalization™ problem: partitioning,
reset-incremental processing, processing vs. programming
overhead

o students know how to re-arrange complex processing to suit
incrementality; they understand the basics of incrementally
producing speech output

o students understand that incremental processing involves
concurrency issues, in particular when generating output

o students can assess quality tradeofts in interaction, e.g.
between responsiveness and speech quality



